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The Steady-State Solution Of Serial Queuing Processes
With Feedback And Reneging

Satyabir Singh and Dr. Man Singh

Abstract. O’Brien [6], Jackson [3] and Hunt [4] studied the problems of serial queues in the steady
state with Poisson assumptions. In these studies, it is assumed that the unit must go through each
service channel without leaving the system. Barrer [1] obtained the steady-state solution of a
single channel queuing model having Poisson input, exponential holding time, random selection
introducing reneging. Finch [2] studied simple queues with customers at random for service at a
number of service stations in series with feedback. Singh [8] studied the problem of serial queues
introducing the concept of reneging. Punam, Singh and Ashok [7] found the steady-state solution
of serial queuing processes where feedback is not permitted.

In our present work, the steady-state solutions are obtained for serial queuing processes with
feedback and reneging in which

1. The number of serial service channel is M

2. A customer may join any channel from outside and leave the system at any stage after getting
service.

3. Feedback is permitted from each channel to its previous channel.

4. The impatient customer leaves the service facility after wait of certain time.
5. Poisson arrivals and exponential service times are followed.

6. The queue discipline is random selection for service

7. Waiting space is infinite
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1. Formulation of Model

The system consists of the queues Q; (j =1,2,3,...., M)with respective servers S
(j=1,2,3,.....M). Customers demanding different types of service arrive from out-
side the system with Poisson stream with respective parameters \; (j =1,2,...... , M)at
Q; (7 =1,2,3,...., M)respectively. Further the impatient customers after joining any queue
may leave the queue without service after a wait of certain time. After the completion
of service at Sj, the customer either leaves the system with probability p; or joins the
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next channel with probability ¢; or joins back the previous channel with probability r;
such that p; +¢; +7; = 1,(j = 1,2,3,...M). It is being mentioned here that r; = 0 when
j = 1 as there is no previous channel of the first channel and ¢; = 0 when j = M since
there is no next channel after Mth channel. The service time distribution for severs S; are
mutually independent negative distribution with parameters p; (j = 1,2,3,...., M).

The applications of such models are of common occurrence. For example, consider the
administration of a particular district in a particular state at the level of district head
quarter consisting of Block development officer, Tehsildar, Sub-divisional magistrate, Dis-
trict magistrate etc. Here, the officers of the district correspond to the servers of the
model. The people meet the officers of the district in connection with their problems. It is
also a common practice that officers call the customers (people) for hearing randomly. The
impatient customers after joining the queue may leave the queue without getting service
at any stage. The senior officer may send any customer to his junior if some information
regarding the customer’s problem is lacking.

2. Formulation of Equations

Define: P (ni,ng,n3,....na—1,nar;t)= the probability that at time ‘¢’ there are n;
customers (which may leave the system after service or join the next phase or join back
the previous channel or renege ) waiting before S; (j =1,2,3,..... M — 1, M)

We define the operators T;., T.;, T.;, + 1., T;_1. .; to act upon the vector n =
(n1,n2,n3,....nyr) as fallows

T;. (n) = (n1,n9,n3, oy ny — 1, onpy)

T.;(n) = (n1,n2,n3, ooy + 1, oo, npg)
T.iyit1-(R) = (n1,n2,n3, cecce,ny + 1,nir — 1, ynpy)
Tic1.,.i (1) = (n1,n2,m3, ooy i1 — Limy + 1o mpg)

Following the procedure given by Kelly [5], we write the difference — differential equations
as under

M
+Z/\iP(TZ-.(fz);t) + ) (HiPi+ Ciny41) P (Toi (7) 18) +
= =1
M-—1
+ Z ,UiqZ'P “iyit1 - + Z,Uzrz z 154 (TL) ;t> . (1)
=1

for n; >0 (1=1,2,3,...., M)

Whereé(:z:):{(l) z; iig

and P (n;t) = 0 if any of the arguments in negative.
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3. Steady — State Equations

We write the following Steady—state equations of the queuing model by equating the
time - derivates to zero in the equation (1)

M
Z \i + Zé n;) (pi + Cin,) Z NP (T Z(Mz‘pi + Cin; +1) P (T (7))
i—1
M-1
+ Z piqi P (Toiyip1 - (1)) + Zum Ti1.,.;(n)) (2)
i—1

for n; >0 (1=1,2,3,...., M)

4. Steady-State Solutions

The solutions of the Steady-State equations (2) can be verified to be

ni n2
p2r3p2 p1q1p1 paraps
P (a) =P (0) ()‘1 i u2+02n2+1> (/\2 1 aHCim t u3+03n3+1) x
IT2, (e + Cui) ' [1:2; (p2 + Cy)

n3
p2q2p2 paTapa
(/\3 + p2+Cong+1 + u4+04n4+1>

X n,
3
[T:21 (13 + Cs:)
np-—1
/\Mfl + HM—2dM —2PM—2 BMTMPM
pri—2+CM—2npy o+1  HMACrn 41

..... - X
[L2" (mar—1 + Cr—1s)

UM —-19M—1PM—1 M
(o sz

pri—1+CM—1ny, g +1
X 3
T2 Gt + Card) ®

Where LaTap
27202
p=M+—""—
p2 + Copyi1
H1q1p1 Hn3r3pP3
p2 = A2 +
1+ Cingp1 - p3+ Capgt
124202 H4aT4 P4
p3 = Az + (4)

p2 + Conoy1 g + Canygi1
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KM —29 M —2P M —2 HMTMPM

M—1 = Apm—1+
P pri—2 + Cri—onpr o1 oM+ Chingg+1

UM —-1dM—-1PM -1
/-’LM—I + CM—ITZ]\/[,1+1

Solving these (4) M-equations for py; with the help of determinants, we get

pPM = Am +

A g+ qM 1M 1AM 1D M2 qM—1pM—19M—2pM—2AM —2 AN —3 +
NIW—I"’C]\/[flnM_lJrl) (;U‘IW—l‘f'C]\/[flnM_lJrl) (Hh172+ch172nM_2+1>
qM 1M -1 ) amlapv-2 %ét_:a A3Ag+
(#M_1+CM—1nM,1+1) (HM—2+CM—2nM,2+1) (13+Csng 1)
M —1HM—1 aM —2HM—2 q3/t_3 q2 42
B e e Y (i tC ) (it C ))\QAl-i-
(NM—1+CM—1nh{71+1) (NM—2+CM—2nh172+1) H3TC3ng+1 ) (H2T02ng+1
qM 1M -1 M —2M —2 q34.3 q2p2 q1 M\
(HMfl-f-CMme_lH) (H‘IW—2+C]\/[7271M_2+1) (13 +Csng41) (n2+Cangt1) (Ha+Ciny+1)
PM=
Ay
(5)
Where Ay = Any g — qM—11M—1 MM

. A
1 —14CM—1ny; g +1° B FCrng 41 M2

qM—2HM—2 TM-1HM-1
/-’LM—Q + CM—QTL]\/[,Q-FI ,LLM—I + CMTZIW,1+1

Ap—1=Ap_o— Ap—3 (6)

Continuing in this way

Q212 313
Az = Ay — .
p2 + Conyr1 p3 + Cangy1
Where Ap; =
1 727 Cang 11 0 0 0 0
__am Y
H1+C1ng +1 1 H3+Csng+1 0
__ Q2p2 . Tapa .
_ 0 p2+C2ng 41 1 pa+Cany+1 0 0 0
_ M —21M—2 1 _ T
/U‘M—2+CM—277.]\/[72+1 st
0 _ dM—1HKM—1
BM—1+CM—1ny,_q+1
1 _ T2 U2
Ao = 2+C2ng+1
2= _ K141 1
#1+C1ng +1
A =1]=1

Since ppris obtained,so we can get pps—1by putting the value of pps in the last equa-
tion of (4.2), ppr—oby putting the values of pps_1and ppsin the last but one equation of
(4,2) .Continuing in this way, we shall obtain pas_3, par—4, — — —, p3, p2,and p1, .

Thus, we write (4, 1)as under
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N\ _ p(f ()™ (P2)"2 (p3)™3
p(n) =P (0) <H?:11(N1 +Cli)> (H?ﬁl(#2+cm)) (H:El(u3+03i)>
(Pr—1)"M-1 (Pp)""M
<H M (g1 + O 12)) ’ (H?j{(”M+CMi)> (4'5)

forn; > 0 (1=1,2,3,..., M)
We obtain P (0 ( ) from the normahzmg conditions.

o0

> P@)=1 (7)
=0

and with the restriction that traffic intensity of each service channel of the system is less
than unity.

Cin, is the reneging rate at which customer renege after a wait of time 7; whenever there
are n; customer in the service channel Q);.

_ 11iToi
_ Mue M .
Cini = —rmor (i=1,2,3,...M)
1—e ™

Here it is mentioned that the customers leave the system at constant rate as long as there
is a line, provided that the customers are served in the order in which they arrive. Putting
Cin, = Cj (1=1,2,3,...M). In the steady-state solution (3), the steady- state solution

reduces to
Py =PO) (=) (22)" (22=)" ...
n1+Ch p2+Co n3+Cs
oo ) ()™ (4.7)

v —1+Cr—1 unv+Cn

We obtain P (0) from (7) and (??) as

P (0) = (1 B M1/jrlC1) (1 B u2i202> (1 B M3i36'3) """

1— PM—1 1— M
ar—1+Cnr—1 un+Cnr

Thus P (n)is completely determined.

5. Steady-State Marginal Probabilities

Let P (nq)be the steady-state marginal probability that there are n; units in the queue
before the first serverS;. This is determined as

P(m) =320 oo (ﬁ)
-~ ni n2 n3 nM—1 M
_ Z P(O P2 P£3 PM—1 PM
n2,M3,...NAM=0 1+Cl p2+C2 u3+Cs unm—1+Cnm—1 um+Cu

P(m) = M1+C1) (M1+Cl ny >0
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Similarly
P(ng) = (1— 2 )" 0
na pna2+Cs pna2+Cs ng >
P (n ) =(1—= PM PM M n >0
M um+Car um+Car M

6. Mean Queue Length
Marginal queue length before the server S is determined by

L1 = ZZ?:O n1P(n1)

ni
_ oo _ P1 P1
- Z?H:O n1 (1 u1+01) (HlJrCl)

p1

L = n1+Ch _ P1
__m +C) —
(1 u1+01> (11 4+ C1 = p1)
Similarly
_ P2
Ly = (12+C2—p2)
— PM—1
Ly-1= (ur—1+Crr—1—pm—1)

PM

Lo —
M= it + Car — par)

Thus mean queue length L ="M [,
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